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ABSTRACT

This report presents an innovative approach to enhancing the autonomous navigation of

truck and trailer systems through the application of Natural Language Processing (NLP) and

advanced sensor fusion technologies. This study focuses on leveraging NLP for the intuitive

interpretation of user commands for destination settings, significantly simplifying the interaction

with autonomous vehicles.

At the heart of the system is a sophisticated integration of sensor technologies, including

LIDAR and Inertial Measurement Units (IMU), coupled with an Ackerman steering mechanism.

This combination not only facilitates precise maneuverability but also ensures the system’s

adaptability to diverse environmental conditions. The structural integrity and reliability of the

design are validated through comprehensive Finite Element Analysis (FEA), showcasing the

project’s commitment to durability and efficient operation.

Addressing both the mechanical and computational aspects of autonomous system

development, this project adopts a holistic approach. It recognizes the imperative of synergizing

hardware robustness with software intelligence to achieve a seamless autonomous driving

experience. The study outlines a multidisciplinary methodology, incorporating mechanical

design, sensor technology, and software development expertise, with a particular focus on NLP’s

role in enhancing system interaction and navigational decision-making.

Key deliverables of this report include an in-depth analysis of the design rationale,

development methodologies, and the strategic integration of NLP and sensor technologies to

facilitate autonomous navigation. While the immediate application of NLP marks a significant

step towards user-friendly autonomous transportation, the exploration of LLMs for future

enhancements is identified as a vital area for continued research, promising further

advancements in the system’s environmental perception and operational adaptability.
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CHAPTER 1 - INTRODUCTION

1.1 INTRODUCTION

In the rapidly evolving field of autonomous transportation, innovative approaches to

enhance navigational intelligence and environmental perception are continuously sought. This

project introduces a novel paradigm in autonomous truck and trailer systems by employing

Natural Language Processing (NLP) for command interpretation and destination setting. The

fusion of NLP with sensor technology on an Ackerman steering-based robotic platform aims to

redefine standards of autonomous maneuverability and decision-making capabilities.

The concept of autonomous driving, traditionally targeting a spectrum from basic

assistance systems to full autonomy, has relied heavily on predefined algorithms and sensor data,

which may not capture the dynamic complexities of real-world environments. The introduction

of NLP as the cognitive engine for autonomous systems shows a significant advancement,

enabling the direct translation of user commands into actionable navigational decisions, thus

ensuring adaptable and intelligent operation across various scenarios.

A robustly designed trailer system, directed by an Ackerman steering mechanism and

supported by state-of-the-art sensor fusion, including LIDAR and Inertial Measurement Units

(IMU), provides the foundational structure. This setup is not only made for precise control and

integrity but also undergoes thorough Finite Element Analysis (FEA) to confirm its mechanical

robustness and reliability under different operational stresses, ensuring durability and optimizing

design for efficient autonomous functionality.

This approach extends beyond academic exploration, addressing the critical need for

efficient, reliable, and intelligent transportation solutions, particularly in logistics and urban

development. The integration of mechanical precision, advanced sensor technology, and NLP

places this autonomous truck and trailer system at the forefront of pioneering autonomous

transportation’s future.

This project discusses a wide range of challenges, from the mechanical design intricacies

of the trailer and its steering mechanism to the computational rigours of sensor fusion and NLP

implementation. Adopting a holistic approach, it recognizes the essential synergy between

mechanical components and software in creating an autonomous intelligent driving system.
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A multidisciplinary methodology under the project combining expertise in mechanical

design, sensor technology, software development, and NLP ensures comprehensive optimization

of each system aspect. The deliverables of this final report include a detailed exposition of the

design decisions, underlying principles, and methodologies employed to realize the vision of an

advanced autonomous truck and trailer system. While the current focus centers on NLP for

immediate enhancements in autonomous navigation, exploring LLMs remains a promising

direction for future work, potentially offering significant advances in the system’s environmental

understanding and adaptability.

1.2 OBJECTIVES

This project sets several vital objectives to advance the field of autonomous vehicle

technology, specifically targeting an integrated truck and trailer system:

1. To Develop an Intuitive Command Interface: Implementing NLP to allow users to

communicate navigation commands in natural language, simplifying the interaction and

making the technology more accessible.

2. To Achieve High Precision in Environmental Perception: Utilizing a combination of

LIDAR, IMU, and rotary encoders for comprehensive sensor fusion, aiming for high

accuracy in mapping and real-time positioning.

3. To Ensure Mechanical Reliability: Conducting Finite Element Analysis on the truck and

trailer system to verify structural integrity and durability under a variety of stress

conditions and operational scenarios.

4. To Optimize Navigation and Obstacle Avoidance: Integrating sensor data with NLP

inputs to facilitate dynamic path planning and obstacle detection, ensuring safe and

efficient operation in diverse environments.

1.3 LITERATURE REVIEW AND RELATED WORKS

1.3.1 INTRODUCTION TO AUTONOMOUS DRIVING SYSTEMS

The concept of autonomous driving systems has captivated engineers, researchers, and

the general public for a future where vehicles navigate the roads with little to no human

intervention. The Society of Automotive Engineers (SAE) defines autonomous driving through
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levels 0 to 5, where level 0 represents no automation and level 5 represents full automation,

capable of performing all driving functions under all conditions without human input [1]. This

framework is essential for understanding autonomous vehicle technology's current capabilities

and future goals.

The pursuit of autonomous driving technology began in the 1980s, with early

experiments such as the EUREKA Prometheus Project in Europe setting the foundation for many

aspects of modern autonomous vehicle technology [2][3]. Since then, advancements in

computing power, sensor technology, and machine learning have accelerated the development of

autonomous vehicles. Notable milestones include DARPA’s Grand Challenges in the early 2000s,

which spurred innovation in the United States by challenging teams to navigate autonomous

vehicles through complex terrains and urban environments [4].

The development of autonomous driving technology relies heavily on the integration of

various systems within the vehicle. This includes but is not limited to, advanced sensor arrays for

environmental perception, such as LIDAR, radar, cameras, and ultrasonic sensors, and

sophisticated algorithms for sensor fusion, path planning, and decision-making [5]. These

technologies enable the vehicle to understand its surroundings, predict the actions of other road

users, and navigate safely and efficiently.

One of the primary challenges in autonomous vehicle technology is achieving reliable

and safe navigation in complex and dynamic environments. This requires the ability to detect and

classify objects accurately, anticipate future states of the environment, and adapt to unforeseen

circumstances [6]. The complexity of this task has led to a phased approach to development and

deployment, with current commercial efforts focusing on levels 2 through 4, which offer various

degrees of automation and driver support [7].

Despite the significant progress, autonomous driving technology faces numerous

technical, ethical, and regulatory challenges. These include ensuring the safety and reliability of

autonomous systems, addressing legal and liability issues, and gaining public trust [8]. Resolving

these challenges is crucial for adopting autonomous vehicles and realizing their potential

benefits, including reduced traffic accidents, increased mobility for those unable to drive, and

improved traffic flow and efficiency.
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1.3.2 DIFFERENTIAL STEERING MECHANISM

Differential steering is a steering method where it consists of two wheels that are

independently driven, usually by servomotors in robots. It is the most common type of steering

seen on wheeled robots due to its simplicity. This type of steering can also be found in existing

vehicles such as wheelchairs, forklifts, and tanks, to name a few [9]. The steering system allows

the wheels to go at the same velocity when maneuvering in a straight path and then adjusts the

velocities of the two wheels if they want to rotate or turn [10]. Also, this steering system doesn’t

require the wheels to physically turn like in modern cars, furthering its simplicity to incorporate.

In robotic vehicle development, many studies have incorporated the use of differential

steering into their robots, with some studies finding it to be effective through their research. In

one such study where they were looking into the optimal steering strategy for a tracked robot,

they simulated the robot's ability to steer while avoiding obstacles with center steering and

differential steering. Compared to differential steering, center steering requires the robot to halt

and rotate itself by having one wheel turn forward while the other backward to make a turn

making an inefficient method to maneuver around obstacles [11]. Differential steering was found

to be quite efficient in maneuvering around obstacles with great skill by only minimally

changing the speed of the two tracks. This is important as having such high maneuverability

would allow robots to be deployed in tight spaces. On top of that, they also found that using

differential steering led to a decrease in both track skid and slip rates [11].

1.3.3 ACKERMANN STEERING MECHANISM

The Ackermann steering mechanism is an arrangement of linkages that allow a vehicle to

turn both inside and outside wheels to avoid any sideways slippage while turning. The

mechanism functions by making the axles of each wheel share a common center point. The

common center point is achieved by ensuring each wheel is laid on a circle of increasing radii

such that when the wheels are turned, they all share the same center of turning radius [12]. A line

is extended from the rear wheels, from the inside front wheel, and from the outside front wheel

(relative to the turn) to find a center point, as shown in Figure 1.
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Figure 1: Ideal Ackermann turning geometry [13]

An Ackermann steering system is typically used in cars and works with either a

two-wheel drive or a four-wheel drive, with the latter requiring another differential to control the

speed of the front wheels as well. Each wheel travels at a different angular velocity based on the

distance travelled by each tire. Angular velocity and distance travelled can be listed in the

following descending order: 1) the outside front tire, 2) the outside back tire, 3) the inside front

tire, and 4) the inside back tire.

The turning of the front wheel is achieved using a four-bar linkage. The linkage is

controlled using the Ackermann criteria governing the maximum turning angle for each wheel to

satisfy the condition of each wheel having the same center of rotation [13]. In order to achieve

an ideal result, the linkage used in an Ackermann steering mechanism must satisfy the

aforementioned principle, as significant deviation would negatively affect the tires and increase

the chance of the tires slipping.

1.3.4 SENSOR FUSION IN AUTONOMOUS SYSTEMS

As sensor technology has become more advanced, it is beginning to play a role in

autonomous systems and robotics. One such example of this is self-driving or automated

driving vehicles. Automated driving is becoming a pivotal technology that can

revolutionize the future of transportation and mobility [14]. Safety, reliability, and

efficiency are paramount in autonomous vehicles. Achieving these goals necessitates a

sophisticated understanding and integration of various sensory inputs to perceive and

interpret the surrounding environment accurately. This integration process, known as

sensor fusion, lies at the heart of autonomous vehicle technology, serving as the

cornerstone for decision-making and control.
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One study on sensor fusion involved a vehicle localization approach using the

Global Navigation Satellite System or GNSS, the Inertial Measurement Unit or IMU, the

Distance Measuring Instruments or DMI, and Light Detection and Ranging or LIDAR.

The GNSS, IMU, and DMI sensors were fused using the Unscented Kalman Filter to

improve the autonomous vehicle's localization accuracy. The research concluded that this

method was effective in enhancing the autonomous vehicle's localization accuracy. On

top of this, it was also able to estimate curbs in real time using 3D LIDAR, which could

prevent self-driving vehicles from hitting sidewalks [15].

Another study involved the use of GNSS, IMU, Odometer or ODO, and

LIDAR-SLAM (simultaneous localization and mapping) as a navigational system. The

system was used to control a land vehicle in two situations: open-sky areas and tunnel

cases. From the tests, it was determined that the navigation system was capable of

improving the accuracy and robustness of navigation. The GNSS/INS/ODO integration

was able to reduce the root mean square of position drift error by 52.1% - 72.3%. It was

concluded that the proposed navigation system was able to fuse information from

multiple sources to maintain the SLAM process while mitigating navigation errors [16].

LIDAR and IMU sensor fusion can be used for other vehicles, such as unmanned

aerial vehicles or UAVs. Although localizing and navigating UAVs is difficult due to

altitude and motion dynamics, it was possible in a study published in 2017. The UAV

would use LIDAR and IMU sensor fusion to navigate a pipeline. The navigation system

proposed in the study used the Kalman filter to derive the 3D position of the UAV by

fusing primary and secondary LIDAR data. The navigation system proved successful in

its tests and showed great potential for use in small UAVs for indoor navigation and

localization [17].

1.3.5 NATURAL LANGUAGE PROCESSING(NLP) IN NON-TEXTUAL APPLICATIONS

Natural Language Processing (NLP) has long been a crucial technology in understanding,

generating, and interpreting human language, with its applications from voice-activated

assistants to complex data analysis tools. While traditionally, NLP has been focused on textual

data, offering advancements in text completion, translation, and sentiment analysis, its potential

extends far beyond different applications, such as autonomous driving systems.
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Recent innovations have seen NLP techniques being adapted for the interpretation of

environmental data, allowing autonomous vehicles to comprehend and act upon complex

commands and descriptions of their surroundings. This adaptation involves the processing of

sensor inputs such as those from LIDAR, radar, and cameras, converting them into a format that

can be understood and acted upon by the vehicle’s decision-making algorithms. For example,

voice commands with details of specific navigation instructions or descriptions of nearby

obstacles can be parsed and translated into actionable data, letting the vehicle guide through

different landscapes or adjust its path in response to sudden environmental changes [18].

The use of NLP in autonomous systems is further enhanced through its integration with

sensor fusion technologies. This allows for the creation of a more comprehensive environmental

perception framework, where the fusion of data from various sensors is complemented with the

interaction of NLP. Such an approach enables the vehicle to not only detect and navigate around

obstacles but also to understand and respond to more abstract commands by the user, improving

the interaction between humans and machines [19].

Moreover, NLP’s role in autonomous driving extends to the simulation of potential future

scenarios. Through the processing of environmental descriptions and predictive modelling, NLP

can assist autonomous vehicles in evaluating various navigation strategies and choosing the

optimal path that maximizes safety and efficiency. This aspect of NLP shows a more dynamic

and adaptable decision-making process [20].

Despite these advancements, NLP in such non-textual applications has its own

challenges. The accuracy of NLP interpretations in this context heavily relies on the quality of

input data for advanced data processing and error-handling mechanisms. Additionally, the

computational demands of real-time NLP processing and the need for continuous learning and

adaptation to new environmental conditions and languages prove the need for significant

computational resources and sophisticated machine-learning models [21][22].

1.3.6 KINEMATICS

The goal of this project is to also incorporate a trailer system with the robot, which adds

another level of complexity. It is important to examine the kinematics of the robot in relation to

the trailer since the trailer’s movement is dependent on the robot itself. A few important

15



instabilities that need to be considered are the trailer swaying (with and without a load) during

motion and the optimal turning angle.

In one study, they began their research by using four-bar linkages, two of which are

articulated, as they found from a previous study that articulated linkages provided promising

stabilizing properties. They created three connection arrangements to test: backward converging,

inter-crossing, and forward converging sidebars LblLbt and RblRbbt [23].

Figure 2: Four-bar linkage trailer connection [23]

It’s important to test different arrangements as they directly impact the maneuverability in

the space that the vehicle travels in. This was the case when they looked into the relative rotation

between the vehicle and trailer. For backward converging, they found it to be not very large,

under 90° actually [23]. Conversely, forward converging may be capable of reaching close to

90°. Lastly, inter-crossing resembled more of the pintle-hitch that’s on modern vehicles, capable

of going past 90° [23].

Another area they explored was the stability of the four-bar linkage by comparing the

velocity of the vehicle with the trailer's centre of mass in relation to where the axle is located.

The forward converging bar was demonstrated to be more stable than the backward linkage, not

requiring dampers, but of course, dampers would further improve the stability [23]. Although it

proved to be better, in the end, the stability is more dependent on the velocity and the centre of
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mass in relation to the axle of the trailer. Another way to further improve the stability was

through the increase of the cornering stiffness of the axle of the trailer [23].

In terms of optimal turning angle, that is done through calculations. In this study,

however, the researcher instead of deriving a formula for the angle, instead derived formulas for

the ideal and actual radius of curvature of the path [23].

In Principles of Robot Motion Theory(H. Choset), if the robot were designed to drive

like a modern car (i.e, using Ackerman steering), then a minimum turning radius can be

calculated using the distance between the centres of the front and rear wheels along with the

steering angle which can be between 0 to 90 [24]. Also, to ensure a smooth turn, it would have to

satisfy a turning radius constraint where its angular velocity has to be less than the ratio of linear

velocity to the minimum radius. On the other hand, differential steering does not have a steering

angle when it turns, and the formula and constraint are inapplicable to it

The linear velocity of a single attached trailer or multiple trailers can be found by using

the velocity that the trailer is pulled at along with the cosine of the relative angle between the

trailer and vehicle [24]. For additional trailers afterward, the linear velocity would become the

pulling velocity. The angular velocity can also be found by using the ratio of pulling velocity to

the distance between the axle and hitch multiplied by the sine of the relative angle[24].

Dublin’s path can be used to help determine the optimal path of travel, as that is the

purpose of Dublin’s path. Given two points in a plane, it will produce the shortest path consisting

of curves and straight lines [25]. The paths are computed and compared to one another, which

can take a while. One study explored using the logical classification scheme to figure out the

shortest path without having to go through all the computations. They found that the elements of

the Dubins set can be organized into equivalency groups, which are based on the angle quadrants

of the corresponding pairs of the initial and final orientation angles [25]. The group has different

classes of paths, but all turn out to be equivalent. This reduces the analysis time. Their findings

allowed them to create a decision table to find the shortest path. However, note that their

research was done only for the long-path case, and not the short-path case. The two cases are

similar, however, the short path would take more work overall [25].
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1.3.7 MECHANICAL DESIGN AND STRESS ANALYSIS

The mechanical design required in this project involves, the design of the Ackermann
steering system, the linkages used for the steering system and the trailer connection or hitch. The
stress analysis focuses on areas the critical areas of the design, such as the floors, and the trailer
hitch. Additionally, load analysis is also required for the trailer if applicable.

The Ackermann system requires a linkage allowing for the front wheels to turn, a typical

Ackermann steering mechanism makes use of a four-bar trapezoidal linkage. The linkage needs

to satisfy the Ackermann principle and ensure that each wheel shares a common center point of

turning [13].

The trailer connect / hitch is a critical point in our design as the trailers will be connected

using the hitch and turn about the hitch as the driving car turns. The type and detail of the

analysis depend on the type of hitch designed. There are various types of hitches used, ranging

from simple pin lock hitches to hitches with links used for heavy machinery such as a tractor

[26].

The wheels in the driving car are an important component, if the wheel is improperly

chosen, it directly affects the quality and safety of the vehicle. Therefore, it is important to

conduct an analysis of the wheels used, this includes the load distribution, the reliability of the

wheel, and an FEA study to determine the stress state distribution of the wheel. [27]

The trailer used in this project will be designed to carry the load as such, load analysis is

an important process to ensure the trailer can carry the load. The placement of the load on the

trailer also needs to be considered as the weight distribution of the trailer can cause sway [28]

1.3.8 BEST PRACTICES AND GAPS IN CURRENT RESEARCH

In developing autonomous driving systems, a combination of advanced sensor

technologies, robust mechanical designs, and sophisticated algorithms has emerged as a best

practice. Integrating multiple sensors, such as LIDAR, radar, and cameras, facilitates

comprehensive environmental perception, which is critical for safe navigation [29]. Best

practices also emphasize the importance of redundancy in systems design, ensuring that the

failure of a single component does not compromise overall system safety [30]. Moreover,
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adopting a modular approach to a system architecture enables more accessible updates and

maintenance, contributing to the longevity of autonomous driving technologies [31].

Applying LLMs to non-textual domains, particularly in processing environmental data

for autonomous systems, has adopted several best practices. One such practice is the use of

transfer learning, where models pre-trained on large textual datasets are fine-tuned on

domain-specific non-textual data, significantly reducing the time and resources required for

model training [32]. Additionally, the integration of domain-specific knowledge into LLMs has

been shown to improve the model’s performance and interpretability in tasks related to

environmental perception.

Despite these advancements, several gaps remain in the research. One of the most

significant gaps is the lack of standardized datasets for training and evaluating LLMs in

non-textual applications. Unlike in NLP, where large-scale, annotated datasets are abundant,

equivalent resources in non-textual domains, such as environmental perception for autonomous

driving, are scarce. This limitation hampers the development and benchmarking of models across

different research groups.

Another critical gap is the challenge of ensuring safety and reliability in the

decision-making processes of autonomous systems. While effective in many different scenarios,

current LLMs still struggle with specific scenarios that require deep learning. Developing models

incorporating uncertainty in their decision-making remains a significant research challenge.
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CHAPTER 2 - PROBLEM DEFINITION

2.1 PROBLEM STATEMENT

The integration of autonomous technologies into transportation has shown a significant

stride toward enhancing safety, efficiency, and environmental sustainability. However, the

complexity of autonomous navigation escalates substantially with the addition of a trailer to a

truck. This configuration introduces complex challenges in kinematics and path planning,

exacerbated by the trailer’s distinct movement patterns and the increased difficulty in

maneuvering and stability control. Conventional autonomous driving systems, primarily

designed for single-unit vehicles, struggle to accurately predict and adapt to the dynamic

behaviours of truck-trailer assemblies in real-time operational scenarios. The static environment,

while eliminating variables associated with dynamic obstacles, requires an acute understanding

of spatial constraints and the ability to plan paths that account for the extended physical

properties of the vehicle assembly. Additionally, the current interfaces for command input in

autonomous systems lack the intuitiveness and flexibility needed for continuous human-machine

interaction, particularly in specifying navigational commands for vehicles towing trailers.

Addressing the difficulties associated with autonomous truck and trailer systems, from advanced

kinematic models to sophisticated path planning and intuitive command interfaces, remains a

pivotal yet unmet need for truly autonomous transportation solutions. This project aims to bridge

these gaps, focusing on the unique challenges posed by the integration of trailers in autonomous

driving to develop a more adaptable, reliable, and user-friendly system.

2.2 SCOPE OF THE PROJECT

This project is dedicated to the design, development, and implementation of an advanced

autonomous driving system specifically tailored for a truck with an attached trailer navigating

within static environments. It targets the development of a system capable of understanding and

executing complex navigational commands provided through Natural Language Processing,

thereby enhancing the user experience by simplifying the interaction between the vehicle and the

driver. A foundation of this initiative is the integration of sensor fusion technology, combining

data from LIDAR, IMU, and rotary encoders. This integration is crucial for creating a detailed
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and accurate environmental map that the vehicle relies on for navigation, obstacle detection, and

path planning.

Furthermore, the project encompasses a mechanical analysis of the truck and trailer

system, utilizing FEA to ensure structural integrity and operational safety under various

conditions. Due to the trailer's kinematic challenges and path planning complexity,

maneuverability, and stability optimization were mainly considered within predefined static

environments. The project’s scope includes extensive simulation and real-world testing phases to

validate the proposed method’s effectiveness and reliability. Through a structured and systematic

approach, the project aims to deliver a robust autonomous truck and trailer system that sets a new

benchmark for efficiency and safety in the domain of autonomous logistics and transportation

while also laying the groundwork for future exploration into dynamic environments and more

complex scenarios.
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CHAPTER 3 - DESIGN AND ANALYSIS

3.1 DETAILED DESIGN

Figure 3: Concept 1

The design philosophy behind Concept 1 was aimed at creating a body that could

accommodate all the necessary sensors and components while minimizing the footprint of the

vehicle. This was achieved by basing the design on that of a kayak, with sufficient space to house

the battery, motor, and IMU internally. The Raspberry Pi and LIDAR were mounted externally

due to space constraints.

A differential drive and a free-rotating ball were utilized, enabling the vehicle to turn.

Additionally, the LIDAR was aligned on the z-axis with the board containing the IMU,

simplifying the calibration of relative position.

Plans for further enhancing this design included adapting it to incorporate an Ackerman

steering system and optimizing the load on the body for even distribution. Transitioning to an

Ackerman steering system would require additional space for the steering mechanism, and the

positioning of the components might need to be adjusted to maintain the balance of the vehicle.
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Figure 4: Concept 2

In the design of concept 2, the goal was to make it more compact (i.e., reduce the height)

with a more boxy shape so that it would resemble a truck and reduce the amount of materials

needed. In order to achieve this, instead of having another floor to house the Raspberry Pi, the

Raspberry Pi is instead mounted upside down on the underside of the upper level. The LIDAR

has to be kept on top of an open surface because it can’t have any obstructions to be able to

observe the surroundings.

The battery is placed in the middle because the front is occupied by the wheels’ motors

for a differential drive as well as having the battery in the middle evens out the weight

distribution so that the front wheels aren’t bearing most of the load. The back has a free-rotating

ball to achieve turning. Additionally, there are plans to incorporate Ackerman steering where the

differential drive is and be able to swap between the two. With the remaining space, the IMU

would be placed behind the battery.

Trailer

The initial idea for the trailer was to design one based on an already existing trailer on the

market. The trailer has a flatbed, with a ramp that would allow objects to enter from it, a ball

joint connection for the hitch(mentioned later on), and a still axle with free spinning wheels.

However, this design was not ideal. The ramp merely served as an aesthetic, as nothing was

actually going to be loaded from the ramp, as well as it couldn’t be used even if we wanted to

because it isn’t proportional with the trailer as seen in Figure 5. The trailer would have been
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made longer to work with a shallow angle because the wheels are quite large, making the height

of the trailer bed too high for the designed length. Additionally, there were no walls to prevent

the load from sliding off or areas to secure the load to the trailer. The trailer was redesigned with

those issues in mind as seen in Figure 6. The walls were designed higher than necessary to be

conservative if we ever test with a tall load. There are now four securing points on the trailer, one

on each side of the wall. The securing points are designed with two open gaps so a string/hook

can wrap around the solid part. Due to the tires covering the middle walls, the two on the side

had to be placed elsewhere which could be anywhere but was chosen to be at the back of the

trailer as that would create the most amount of space from the truck if any adjustments were

needed to the securement method in use. In addition to those changes, the wheels were also

changed. Due to a lack of wheels available to use, it was changed to use the same wheel but 3D

printed instead.

Figure 5: Original trailer design
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Figure 6: New trailer design

Original hitch

Furthermore, on the trailer design, the initial hitch design was to use a ball and socket

joint coupled with a nut to tighten the connection. The socket joint was designed with a cutout

that divided its walls into four quarters. It was designed like this because the idea is to use a nut

that is slightly smaller in diameter than the socket so it would slightly compress the socket walls

inwards, tightening around the ball joint, resulting in a secured connection. However, this ended

up not working as we hoped when prototyping it. The socket joint is directly connected to the

first floor, so it ended up being printed laterally with the floor. This is bad because this resulted

in the print lines being parallel with the direction of the force being applied, making it easy to

fail due to shear. It ended up breaking just as we expected during testing. However, the

dimensions of the design also contributed to the failure. The walls of the socket were relatively

thin, having a thickness of 2mm, further contributing to its breaking. There was an attempt to

change the cutout from quarters to thirds as well as increase the thickness of the walls, together

creating a sturdier socket. However, this was not enough, as shown in Figure 8. Additionally,

the ball joint experienced the same fate due to the print lines being parallel with the force. In

order to have a chance of the socket working, it would require the walls to be a lot thicker than
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what was currently designed. However, even if it’s made thicker, it's still at risk of breaking in

the future, again, due to the print lines being parallel to the force.

Figure 7: Trailer ball hitch connection

Figure 8: Broken ball and socket joint

Revised hitch

Increasing the thickness of the socket walls would allow for a stronger hitch however,

due to the manufacturing process used, the significant weakness would remain, leaving the hitch

prone to breaking. The 3D-printed layer lines would always be parallel to the stress on both the

ball joint and socket end, as they were designed to be printed as part of the floor and trailer base,

respectively. Due to the issues presented by the hitch and in an effort to save 3D printing time, a

new hitch that could be mounted onto the floor would be better suited. From brainstorming and

researching, we stumbled upon one where the trailer clips onto two gaps on the truck as seen in

Figure 9. This gave us an idea to create something similar. We designed new hitch mounts onto

the trailer and truck by sliding onto them; the same goes for the turning connection
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Figure 9: Hitch reference [37]

The hitch was split into two components. The first component featured a distinct groove attached

to the truck using a sliding fit. The second component, which was also connected to the trailer

using a sliding fit, was designed to fit into the grooves of the first component. This allowed the

hitch to be connected while a rotating component within the hitch ensured the trailer retained its

ability to turn. An added advantage of this design was the ability to regulate the maximum angle

at which the trailer could turn in relation to the truck. The shape of the grooves on both

components was designed to maximize the area of contact between the two components to allow

for a strong sliding fit.

Figure 10: Redesigned hitch

27



Figure 11: Internal view of the hitch

The second component of the hitch incorporates an elliptical shape with an extruded cylinder

internally. This component slides into a groove in the first component. The maximum rotation of

the hitch is determined by the dimensions of the ellipse and the available internal space. The

design allows for single-piece printing using supports, which are subsequently removed to enable

rotation of the hitch about that cylinder.

Ackerman steering design

The Ackerman steering system employs a simple 4-bar linkage with one fixed link. The

system begins with a fixed link that also acts as a mounting point, attaching the steering system

to the overall assembly. The subsequent links connect the linkage to the wheels and axles,

allowing the wheel to turn based on the movement of the second and third links. Lastly, the

middle link connects links 2 and 3, enabling relative movement between them. A servo and servo

mount are attached to manipulate the middle link. The servo’s movement affects the middle link,

which, in turn, moves links 2 and 3. The maximum turning angle was determined to be 25

degrees, mimicking the range commonly used by most vehicles (20-30 degrees).

Figure 12: Ackerman steering system
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Final design

The final design of the truck and trailer incorporates all of the mentioned components

from earlier (i.e. trailer, hitch, Ackerman steering). The Ackerman steering system turned out to

be capable of acting as differential steering as well, resulting in not requiring to have two

separate steering systems. The final design also incorporates changes from the concepts that were

discussed with the team. For one, the idea of making it compact was not ideal as space is

required to do the wiring. Due to this, the team agreed to use three floors to house all the

components. To further make it easy to wire, all the boards were housed on the second floor and

oriented in a specific orientation to help with that, and the LIDAR was on the top floor, just like

in the concept. Additionally, the LIDAR and IMU are now aligned because in order to do sensor

fusion, the relative positions must be known. By aligning the two as much as possible, it

simplifies the relative position. In this case, only need to know the relative position along the

z-axis. Supports were used to hold up the second and third floors. They were placed near corners

to minimize the deflection that the components would cause and a few additional ones were

under where the majority of the weight from components would be.

Figure 13: Final Assembly
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3.3 KINEMATICS

3.3.1 MOTION

Not only was the vehicle supposed to look like a truck, but also to mimic one to

demonstrate how it can be applicable to real life. We determined the following parameters for

motion as seen in the table below:

Table 1: Truck motion parameters

Parameter Value

Minimum Translational Velocity 0.11m/s

Maximum Translational Velocity 0.22m/s

Minimum Angular Velocity 1.37rad/s

Maximum Angular Velocity 2.75rad/s

Maximum Acceleration 2.5m/s2

Maximum Angular Acceleration 3.2m/s2

These values were determined by examining the specifications of current trucks on the market to

get an initial sense of the numbers. Then when it came to scaling it to fit our map, we also used

the TurtleBot3 as another reference for appropriate numbers for an indoor setting as our design is

somewhat similar to it.

3.3.2 TURNING ANGLES

The turning angle for the Ackerman steering system was determined by studying the

angles commonly used in existing vehicles on the market. Most vehicles have a turning angle

ranging from 20 to 30 degrees relative to the axis of revolution of the rear driving wheels. For

our steering system, we chose an angle of 25 degrees for two primary reasons:

1. Compatibility: By selecting 25 degrees, we ensured that our system falls within the range

commonly found in existing vehicles.
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2. Component Fit: Additionally, this angle was chosen to harmonize with other components of

the truck. A turning angle of 30 degrees required more space for the steering system to be

compatible with the frame of the truck, taking out this material from the frame would potentially

affect the strength of the bottom floor. On the other hand, a 20-degree turning radius was also

considered, but 25 degrees struck a balance within the typical range.

Furthermore, the chosen turning angle of 25 degrees results in a turning radius of 332 mm based

on equation (1), which has been deemed sufficient for the intended application.

𝑇𝑢𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑑𝑖𝑢𝑠 (𝑡𝑟)

𝑇𝑢𝑟𝑛𝑖𝑛𝑔 𝑎𝑛𝑔𝑙𝑒 (𝑡𝑎) =  25 𝑑𝑒𝑔𝑟𝑒𝑒𝑠

𝑊ℎ𝑒𝑒𝑙 𝑏𝑎𝑠𝑒 (𝑤𝑏)
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑓𝑟𝑜𝑛𝑡 𝑎𝑛𝑑 𝑏𝑎𝑐𝑘 𝑤ℎ𝑒𝑒𝑙𝑠

 =  155𝑚𝑚

(1) 𝑡𝑟 = 𝑤𝑏 ÷ 𝑡𝑎𝑛(𝑡𝑎) =  155𝑚𝑚 ÷ 𝑡𝑎𝑛(25) =  332. 40𝑚𝑚 

Ideally, a trailer should be capable of making a maximum 90-degree turn relative to the

truck. This 90-degree trailer turn is primarily used for back parking or maneuvering the trailer

into tight spaces.

However, for the specific scope of our application, a 90-degree turn for the trailer is

unnecessary because the truck will not be performing such extreme movements. After analyzing

trailers attached to other vehicles, we determined that an angle of 25-35 degrees would be

sufficient. This range allows the trailer to navigate turns without requiring an excessively wide

angle between the trailer and the car.

The hitch and trailer design ensure that the trailer has a maximum turning angle of 35

degrees relative to the truck—a suitable range for the truck's anticipated movements.
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3.5 FEA (FINITE ELEMENT ANALYSIS)

3.5.1 STRESS ANALYSIS

The stress analysis was carried out in SolidWorks and was used to generate Von Mises

stress plots as seen in the figures below. In Figure 14, it can be seen that the holes near the

corners of the supports are the highest points of stress. This makes sense as those areas are

supporting the weight of the LIDAR. The thin slots also have some stress as they bear a bit of the

weight of the LIDAR. Note that the deformation seen in this and the following figures are

exaggerated by SolidWorks.

Figure 14: 3rd Floor Von Mises Stress

Similarly in Figure 15, the holes of the supports have the highest stresses followed by the

thin slots due to supporting the components from the third floor as well as the Raspberry Pi, and

IMU.

Figure 15: 2nd Floor Von Mises Stress
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In Figure 16 the floor was simulated with the weight of the steering system, the battery

and the motors, the wheels, and the weight of the top two floors distributed by the supports. All

of the wheels were fixed in place for this simulation. The majority of the deformation would be

caused by the weight of the battery. All of the holes where the supports are attached have the

highest strain as expected.

Figure 16: 1st Floor Von Mises Stress

In Figures 17 and 18 the hitch was simulated with the pulling force on each part of the

hitch from the motors for the bottom half and the friction force from the trailer for the top half.

As seen in Figure 18 most of the stress for the bottom half is where the hitch is attached to the

first floor of the truck. Most of the stress on the top half of the hitch is on the groove that slides

into the bottom half. The results are consistent with our testing as the groove on the top half of

the hitch is a potential point of failure as further discussed in the FMEA section. While the

bottom half stress is explained by the pulling force and the tight sliding fit.
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Figure 17: Hitch assembly Von Mises Stress

Figure 18: Hitched pieces separated Von Mises Stress

In Figure 19 the full assembly was simulated with the wheels fixed. As seen in the figure,

the full assembly does not have any major deformations and has relatively low Von Mises stress.

Most of the stress is found in the supports which is expected as they bear most of the load.
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Figure 19: Final Assembly Von Mises Stress

3.5.2 LOAD ANALYSIS

Analysis of structural supports for the truck: Figure 19 reveals that the maximum stress

on the truck’s structural supports occurs at the back three supports, which are close to the motors

and wheels. This outcome aligns with expectations, given that the majority of the truck’s weight

is concentrated toward the rear. Additionally, the Von Mises stress plot indicates that the current

load on the truck will not lead to any fractures or failures.

Considerations for the trailer load: The trailer attached to the truck serves as a platform

for a dummy load during demonstrations. When placing the load on the trailer, attention must be

paid to its positioning. Shifting the load’s placement affects the center of gravity of the trailer and

may induce swaying (i.e. swaying may occur if there isn’t enough tongue weight). To mitigate

this, it is advisable to position the load near the center of the trailer. By doing so, we can

minimize or eliminate the resulting sway while the truck is in motion.
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3.6 FMEA (FAILURE MODE AND EFFECTS ANALYSIS)

Failure Mode and Effects Analysis (FMEA) is a tool used in design. Its purpose is to

identify potential problems of a product and assess its impact and potential solutions for it. For

this project, two points of failure were identified. The first failure point identified is at the hitch,

specifically the component that allows the trailer to rotate about. This component has a slot

which allows the trailer to connect to the truck. As well as it also has two “wings” on each side

that control the maximum rotation allowed, as seen in Figure 11. Through prototyping, we

noticed that the portion near the slot(as seen in Figure 20) can break first if it is forced to turn

beyond its limit. This can be seen in Figure 21 of the stress analysis. It can’t be directly seen in

the simulation but there is stress there. Furthermore, how the component was printed was the

main cause of its breaking. The component was oriented upright when printed making the print

lines to be parallel with any lateral force that gets induced. However, in reality, the component

won’t break during actual performance because the truck has been set up with specific

parameters that are appropriate to the map that we’ve made (see Figure 28). Although it may not

break, we can take a corrective approach by changing how it's manufactured. That can be

changing how the part is printed by reorienting it so that the print lines are not parallel to the

force or using another method such as injection moulding.

The second failure point is at the 3D-printed axles in both the front of the truck and at the

trailer. The purpose of the axle is to connect the wheels to the vehicle in order to allow the

vehicle to move, as well as maintain the relative position of the wheels to each other. The axles

can fail from experiencing an upward or downward force, but realistically, upwards. This would

be from maneuvering over bumpy terrain. Just like the rotational component from the hitch, the

axles' cause of failure is due to them being printed in the non-ideal orientation, resulting in the

print lines being parallel to the force making it susceptible to sheer. Additionally, having no

suspension contributed to its failure too. Having some form of suspension would at least allow

the axle to withstand more force before breaking. The axles have yet to break from our testing;

however, to fix this, just like the rotational component, the axles can be manufactured differently,

whether that be reorienting so the print lines are perpendicular to the force or using a method like

injection moulding. As well, the steering system could be redesigned to incorporate suspension

to absorb the force.
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Refer to Appendix A.1 on the completed FMEA table

Figure 20: Location of breakage from testing

Figure 21: Section of Hitch Von Mises
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CHAPTER 4 - SENSOR INTEGRATION

4.1 LIDAR

LIDAR, which stands for Light Detection and Ranging, is a remote sensing method that

uses light as a pulsed laser to measure variable distances to the Earth. It operates on the principle

of emitting laser pulses and measuring the time it takes for the light to return after reflecting off

surfaces. This information can then be used to create detailed three-dimensional maps or models

of objects or environments [33]. To further this, in comparison to other sensors, lasers are

capable of higher levels of precision, which gives them applications in high-speed vehicles such

as self-driving cars [34]. As such, the LIDAR proved to be paramount as a sensor for use in

obstacle avoidance and navigation for the autonomous truck and trailer system.

Figure 22: LIDAR Mounted on the Truck and Trailer System

The autonomous truck and trailer system relies on a LIDAR to provide a complete map

of its surroundings. The LIDAR is capable of sensing 360 degrees around the vehicle, which is

extremely helpful in Simultaneous Localization and Mapping. With this technology, the system

can detect and avoid obstacles more effectively, resulting in a safer driving experience. The

LIDAR is mounted at the top of the truck to ensure that it has clear visibility of its surroundings,
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as shown in Figure 22. This placement gives the system a better vantage point and allows it to

detect objects from a higher perspective.

4.2 IMU

IMU stands for Inertial Measurement Unit. It's a sensor device that measures and reports

specific force, angular rate, and sometimes magnetic field surrounding the device. IMUs often

contain multiple accelerometers and gyroscopes to provide measurements along different axes.

By combining the data from these sensors, an IMU can determine the device's orientation,

velocity, and changes in position over time[35].

The use of an Inertial Measurement Unit (IMU) was deemed crucial for the success of the

autonomous truck and trailer system. The IMU allows the system to determine its orientation at

any given time and navigate through different environments. To achieve this, the IMU used in

this project contained a 3-axis gyroscope, which measures the rotational motion of the system,

and a 3-axis accelerometer, which measures the linear acceleration of the system. In

combination, these sensors provide the system with 9-axis measurements, enabling it to

accurately detect its movement and position.

To ensure optimal performance, the IMU was implemented directly into the motherboard

of the system. It was strategically placed as close to the center of the truck as possible to align its

axis with the axis of the truck as closely as possible. This placement ensures that the IMU can

accurately detect the movements and orientation of the truck and trailer, allowing for safe and

efficient autonomous operation.

4.3 ROTARY ENCODER

The implementation of Rotary encoders for the autonomous truck and trailer system was

essential in determining the movement of the trailer system. This is because the rotary encoder

converts a shaft's angular position or rotation to digital signals in the form of pulses. The output

can be processed by a microcontroller or other digital/analog circuits for further use. The

particular type of rotary encoder used was an incremental encoder. These produce a series of

pulses as the shaft rotates. Each pulse represents a small increment of rotation. They don't give

absolute position information but instead track the change in position relative to a reference point

[36].
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An experiment was performed with the rotary encoder attached to the trailer linkage in

order to determine whether it was able to read the changes in angular position. When performing

this experiment, a program was made to determine how the encoder would determine angular

motion. The program would determine the movement of the rotary encoder’s shaft using steps as

a form of digital measurement. This would then be converted to angles, and the information

would be used to produce a graph. The results of the experiment can be seen in the graph below.

Figure 23: Graph of Rotary Encoder Angular Position

As depicted in Figure 23, the rotary encoder displayed a movement increment of

approximately 15 degrees. If the linkage is connected to the system, it can provide a reading up

to a maximum of 30 degrees and a minimum of -30 degrees. This aligns perfectly with the

angular movement of the linkage that it is attached to as it means that the system can detect a

range of angular motion within that specified limit. The code for the program used can be found

in APPENDIX A.2—Rotary Encoder Experiment Program.

4.4 SENSOR DATA INTEGRATION

Simultaneous Localization and Mapping, or SLAM, is a computational problem in

robotics and computer vision that involves building a map of an unknown environment while

simultaneously keeping track of the robot's position within that environment. Essentially, SLAM
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allows a robot to navigate and understand its surroundings without prior knowledge of the

environment's layout. SLAM consists of two main processes: Localization and Mapping.

Localization involves determining the robot's position within its environment, while mapping

involves making a representation of the robot's environment [34].

To achieve this, the method of SLAM used was LIDAR SLAM. The output values from

the LIDAR would be in 2D or 3D point cloud data. Movement is estimated sequentially by

registering point clouds. The calculated movement is used for localizing the vehicle. On the other

hand, the IMU also performs localization by measuring and tracking the movement of an object

in space based on its acceleration and angular velocity. Furthermore, the data acquired by the

IMU can be used to refine the data from the LIDAR by filtering out errors caused by motion,

such as motion blur. After this, the relevant features are extracted from the sensor data to be used

for mapping and localization. These features could be critical points in images, such as geometric

features from LIDAR scans. Then, the extracted features are matched with existing map features

or determine if they represent new features in the environment. This step is essential for correctly

updating the map and estimating the robot's position and orientation or pose. Estimating the

robot's pose based on sensor data and the current map. This involves integrating sensor

measurements over time to update the robot's position estimate. Finally, updating the map with

new information obtained from sensor data. This includes adding new landmarks, updating the

positions of existing landmarks, and refining the map's structure. Figure 24 provides a flowchart

to explain this process.
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Figure 24: Flowchart of SLAM Process

The process of localization and mapping can be greatly improved by using a LIDAR and

IMU sensor fusion. This technique helps to enhance the accuracy and robustness of the system.

In order to simplify the process of finding the pose of the robot, the x and y axes of the LIDAR

and IMU were aligned. This means that when performing the sensor fusion, the z-axis will

contain the most information, making it easier to determine the position and orientation of the

robot in 3D space. This is particularly useful in applications such as autonomous vehicles and

drones, where precise localization and mapping are essential for safe and effective operation. As

such it was crucial for programming a successful autonomous truck and trailer system.
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CHAPTER 5 - NATURAL LANGUAGE PROCESSING

5.1 IMPLEMENTATION OF NLP FOR COMMAND INTERPRETATION

The implementation of Natural Language Processing (NLP) for command interpretation

within this autonomous truck and trailer system represents a step toward realizing an intuitive

interaction model between humans and machines. This approach enables the system to

understand and execute complex navigational commands in natural language, thereby

eliminating the traditional barriers posed by rigid command interfaces. At the core of this

framework is an algorithm designed to parse and interpret user inputs, transforming them into

actionable data that the autonomous navigation system can understand and act on.

To achieve this, the project combines regular expressions and advanced parsing

techniques to analyze the user’s input commands. This process begins with the extraction of

numerical values and directional instructions from the natural language commands using regular

expressions. The algorithm identifies and isolates key pieces of information, such as coordinates

(x,y) and orientation angles, embedded within the sentences. This capability is crucial for

allowing users to specify destinations and navigation paths in a manner that is both natural and

intuitive.

Following the extraction phase, the parsed command data undergoes a validation process

to ensure its integrity and applicability for navigation purposes. This step is vital to mitigate

errors and enhance the system’s reliability in real-time scenarios. Once validated, the command

is converted into a structured format that can be compatible with the autonomous system’s

navigation module. This command data is then communicated directly to the system’s movement

and path-planning algorithms, enabling the vehicle to execute the navigational task with

precision and fidelity.

The NLP system design emphasizes scalability and adaptability for future enhancements,

including the integration of more complex linguistic models and the accommodation of diverse

languages and dialects. Moreover, the implementation is engineered to operate efficiently within

the ROS (Robot Operating System), with custom ROS nodes and topics for continuous data

exchange between the NLP interface and the autonomous navigation system. Specifically, the

project employs a Flask-based server as an intermediate, which serves as the platform for

receiving user commands and publishing them to a dedicated ROS topic. This design ensures
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that the NLP system is not only robust and responsive but also easily integrated with other

components of the autonomous driving framework.

5.2 DESIGN OF THE USER INTERFACE FOR COMMAND INPUT

The user interface (UI) for command input in the autonomous truck and trailer navigation

system is designed to ensure interaction between the user and the system, leveraging Natural

Language Processing capabilities. The core of this interaction model is a web-based application

developed using Flask [38], a lightweight WSGI web application framework, as shown in Figure

25.

Figure 25: Flask Server User Interface

Flask’s simplicity and flexibility make it an ideal choice for creating a user-friendly interface that

can process and interpret natural language commands.

The UI workflow begins at ‘index.html,’ the primary interface where users can input their

commands in natural language form. This page is designed for clarity and ease of use, featuring a

simple text input field where users can type commands such as “Navigate to coordinates X:10,

Y:20, with an orientation of 30 degrees.” Upon submitting a command, the Flask server

processes the request and extracts the relevant navigation parameters using the NLP techniques

outlined in the project.

After successful extraction and parsing of command parameters, the Flask application

routes the user to ‘success.html,’ a webpage designed to acknowledge the successful processing

of the command and provide feedback on the action initiated by the system. This feedback
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mechanism is crucial for user assurance and system transparency, allowing users to verify

whether their instructions have been understood correctly.

In cases where the command input does not meet the expected format or crucial

information is missing, the Flask application redirects users to a failure page. This page informs

users of the issues and allows users to try again. The failure handling ensures that users are

supported in correcting their inputs and are educated on the system’s requirements for successful

command interpretation.

The entire pipeline, from command input through ‘index.html’ to feedback via

‘success.html’ or ‘error.html,’ shows a user-centric design philosophy. This approach facilitates

an intuitive interaction with autonomous navigation and handles the complexity of the NLP and

navigation processes, making advanced functionality accessible to users without technical

expertise in robotics or programming.

Appendix A lists Related Codes, including “index.html,” “success.html,” and “error.html.”

5.3 INTEGRATION WITH THE SYSTEM NAVIGATION MODULE

Integrating the user interface designed on the Flask server with the autonomous system’s

navigation module shows a refined process that connects the natural language commands to

precise robotic navigation. This integration transforms user input sentences into specific

navigational actions by the autonomous truck and trailer system.

When a user inputs a navigation command through the Flask web interface, employing

natural language to denote their intended destination. This command is then processed by the

Flask server, where NLP techniques are used to extract critical parameters such as desired

coordinates and orientation angles. This phase involves dissecting the natural language input to

identify and isolate numerical values and direction, converting an unstructured command into a

structured dataset interpretable by robotic systems.

After this extraction, the command’s structure data is formatted into a JavaScript Object

Notation (JSON) object and then published onto a ROS topic specifically for navigation

instructions. This publication step is done by a ROS node with the Flask application, acting

between the web interface and the ROS system. Upon this data being broadcasted over the ROS

topic, a robust ROS navigation stack activates for autonomous movement.

45



The primary system of the navigation module uses global planner ‘navfn,’ which uses

Dijkstra’s algorithm for computing the optimal path to the target based on the map generated

through the SLAM process with the ‘gmapping’ algorithm. This map is dynamically updated

with real-time data from LIDAR and IMU sensors for accurate localization and obstacle

mapping. At the same time, the DWA algorithm serves as the local planner to calculate the

vehicle’s immediate movements to ensure it follows the global path while dynamically adjusting

for obstacles and kinematic constraints specific to the truck-trailer configuration.

As the vehicle reaches the set goal, its navigation stack continuously processes sensor

inputs to refine the vehicle’s trajectory and maneuver around obstacles to make sure that the

planned route is both feasible and safe. Any updates or necessary route adjustments are

communicated back through the ROS framework to give real-time feedback. This bi-directional

communication keeps the user informed of the system’s status and shows the system’s ability to

navigate complex environments autonomously.
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CHAPTER 6 - SIMULATION

6.1 SIMULATION ENVIRONMENT SETUP

The simulation environment setup for the autonomous truck and trailer system employs

the Turtlebot3 platform [39], renowned for its wide acceptance within the robotics research

community. TurtleBot3 serves as an ideal model for simulating the complex dynamics of

autonomous vehicles, compatibility with various sensors, and support for advanced robotic

functionalities. This simulation leverages the TurtleBot3 model as the foundation agent for the

study of autonomous navigation algorithms in a controlled environment.

The simulation uses the Robot Operating System (ROS) navigation stack, which is for

path planning and localization. The navigation stack works with the TurtleBot3 platform to

operate simulations of sophisticated navigational tasks. There are several key components,

including the ‘move_base’ node, which interacts between global and local planners to navigate

the robot toward a designated goal while avoiding obstacles.

Gazebo [40], an open-source 3D robotics simulator, is used to simulate the physical

environment. It provides a realistic setting for testing the robot’s navigational capabilities with

detailed physics and high-fidelity sensor emulation. Within Gazebo, the robot is placed in

various environments that are very similar to the real-world conditions ranging from urban

landscapes to indoor environment settings. These environments are made with static and

dynamic obstacles to challenge the navigation ability to guide the robot efficiently.

The integration of the TurtleBot3 with the Ros navigation stack using the Gazebo

simulation environment is important for several reasons. First, this setting allows for the

validation of planning and navigation algorithms under various conditions without the risks and

costs. Second, this facilitates the iterative development of tuning the algorithms, where

parameters can be adjusted, and their impacts can be immediately observed and analyzed. Lastly,

performance in executing commands interpreted through Natural Language Processing (NLP),

specifically focusing on how the robot interprets these commands within the spatial context of its

simulated environment, can be studied.
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Figure 26: Gazebo Simulation Environment

6.2 PLANNING AND NAVIGATION ALGORITHMS

The planning and navigation algorithms are important components that determine the

system’s efficacy in dynamic environments. These algorithms are categorized into two main

types: global planners and local planners. The global planner employs Dijkstra’s algorithm to

compute the most efficient path from the robot’s current position to its designated goal. This

planner works by systemically exploring all possible paths to find the one that minimizes the

cumulative cost from the start to the goal. This cost can factor in various elements such as

distance, time, or energy required to go through the path. Dijkstra’s algorithm guarantees the

discovery of the optimal path if one exists. However, its computational intensity can be a

drawback, especially for large maps or in situations where we need immediate response due to

dynamic changes in the environment.

On the other hand, the local planner DWA operates on a more immediate scale. It takes

the global path as input and dynamically adjusts the robot’s trajectory in real time, responding to

unforeseen obstacles or other changes in the environment. DWA takes the robot’s current

velocity and all possible velocities within a short timeframe known as the “dynamic window”

with constraints from the robot’s kinematics and the environment. For each possible velocity,

DWA predicts the robot’s trajectory and evaluates it based on criteria such as proximity to
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obstacles. This allows DWA to dynamically select the optimal velocity that maximizes path

following and obstacle avoidance.

Figure 27: Global and Local Planner

Integrating Dijkstra’s algorithm and DWA for the autonomous navigation system gives a

comprehensive solution to the challenges of autonomous mobility. Dijkstra’s algorithm provides

a reliable method for long-term path planning, allowing the robot to find its way in complex

environments. DWA ensures that the robot can safely and efficiently navigate its immediate

surroundings, making second adjustments as needed to avoid collisions and maintain smooth

motion. This makes the truck and trailer system navigate with precision and adaptability.
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CHAPTER 7 - EXPERIMENT

7.1 EXPERIMENTAL SETUP

The transition from simulation to real-world experiment requires an experimental setup

that mirrors the controlled conditions of the Gazebo simulator while navigating the physical

environments. Similar to the simulation, the project uses ROS navigation stack to conduct

hardware experiments. The autonomous truck and trailer system uses custom-made hardware

components with the LIDAR and IMU.

The main goal of this experiment setup is to validate the autonomous navigation

algorithms developed and refined within the simulation environment. To achieve this, a

controlled environment is constructed using boxes and trash bins to mimic the static obstacles in

indoor navigation scenarios. The layout is designed to test the truck’s capabilities in path

planning, obstacle avoidance, and the use of navigation commands interpreted through NLP.

Figure 28: Hardware Experiment Map

The creation of a real-world map converted to a digital map is achieved through a manual

drive of the truck around the experimental environment utilizing the SLAM techniques called

“gmapping,” which will be deeply discussed in the next section. This process ensures that the
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navigation stack has an accurate representation of the environment, including the location and

dimensions of obstacles, which is crucial for effective path planning.

Once the environment map is generated, the truck-trailer system is tasked with executing

navigation commands. Commands are input through the Flask-based NLP interface with the

robot’s responses and movements observed and recorded. The focus is on validating how well

the global planner (Dijkstra’s algorithm) and the local planner (DWA), navigate to specified

destinations while avoiding obstacles.

The experimental setup also includes a data collection and analysis framework. Sensors

on the truck and trailer continuously gather data on the robot’s position, movement, and

interactions with obstacles. This data is used to compare the robot’s performance in the real

world against the simulated environments.

7.2 DATA COLLECTION

Accurate environmental mapping is critical to effective path planning. Therefore, this

project employs the gmapping algorithm, a technique in SLAM for generating a static map of the

experimental environment. This approach is particularly practical in creating detailed maps even

with minimal sensor data, which is ideal for the initial phase of real-world experiments.

Gmapping integrates data from the truck’s LIDAR and IMU sensors to construct a

comprehensive map of the surroundings incrementally. LIDAR sensors provide precise distance

measurements to surrounding objects, giving the image of the environment’s layout, including

walls, obstacles, and open spaces. At the same time, IMU gives specific orientation and

acceleration data to accurately track the robot’s movement and position within the map. Utilizing

these sensors and the gmapping algorithm allows for the dynamic response with the high-fidelity

representation of the static environment.

The gmapping algorithm operates on the principle of particle filters where the hypotheses

about the robot’s position are continuously updated based on incoming sensor data. Each particle

represents a potential pose of the robot within the map, with sensor readings used to evaluate the

likelihood of each pose. Over time, as more data is collected, particles that consistently align

with sensor observations become more probable and output the true layout of the environment.

This probabilistic approach gives gmapping to deal with the uncertainties efficiently and to

provide a robust and accurate map.
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Once the map is generated, this static map is fed into the system for an autonomous truck

to have an immediate understanding of its surroundings. The map informs the global planner in

determining the optimal path to a destination while the local makes real-time adjustments for

obstacle avoidance and trajectory optimization. As the truck navigates the environment, sensor

data regarding its interaction with the map, such as deviations from planned paths and efficiency

of path execution, are collected and analyzed. This data collection process ultimately enhances

the system’s capability to navigate complex real-world environments with precision and

reliability.
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CHAPTER 8 - DISCUSSION AND CONCLUSIONS

8.1 IMPACT ON AUTONOMOUS TRANSPORTATION

The integration of Natural Language Processing and advanced sensor fusion within an

autonomous truck and trailer system gives significant advancements in autonomous

transportation. This project not only demonstrates the feasibility of interpreting and executing

complex navigational commands provided in natural language but also shows enhanced

environmental awareness through sophisticated sensor technologies. The successful

implementation of these technologies offers a step toward the future of autonomous logistics and

urban mobility.

The use of NLP as a command interpretation makes autonomous systems accessible and

user-friendly. By allowing operators to communicate with vehicles using natural language, this

shift to more intuitive human-machine interfaces could accelerate the development of

autonomous vehicles across various sectors. The implications for efficiency and safety are

profound. With operators able to give complex instructions effortlessly, vehicles can navigate

more effectively, reducing misunderstanding issues.

Moreover, the project’s focus on the rotary encoder for the truck-trailer system is

essential to perceive and understand its environment fully. By knowing the relative pose between

the truck and the trailer, the truck system can have optimal path planning considering the overall

length and the turning angle of the vehicle. With the sensor fusion between LIDAR and IMU, the

system can accurately identify obstacles and make optimal routes for safety and efficiency.

The experimental validation through simulations and real-world testing shows their

potential to transform autonomous transportation. The findings show that with further

development and refinement, vehicles equipped with NLP and advanced sensor fusion can

achieve a level of operational flexibility and reliability. These vehicles will enhance logistical

operations and contribute to safer roads by reducing human error.

8.2 CONCLUSIONS

This project fully demonstrates the integration of Natural Language Processing (NLP)

and advanced sensor fusion into a custom-designed autonomous truck and trailer system. The

development and deployment of custom hardware for both the truck and trailer, supported by
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comprehensive Finite Element Analysis (FEA), have set a robust foundation for the system’s

mechanical integrity and reliability. The incorporation of a rotary encoder for the trailer has also

been successful in acquiring the relative pose of the trailer which is a critical factor for

optimizing path planning to ensure the system’s adaptability to real-world challenges.

The implementation of NLP for interpreting and executing navigation commands shows

human-machine interaction within the autonomous vehicle domain. This method enhanced the

system’s accessibility and efficiency of the navigation stack by providing a direct translation of

verbal instructions into navigation tasks.

The project’s simulation and real-world experiment provided insights into the system’s

performance under various scenarios. Simulations conducted in the Gazebo environment

facilitated an evaluation of the navigation algorithms, sensor capabilities, and NLP integration in

a controlled setting. Subsequently, the hardware experiment in a physical environment validated

the system’s effectiveness in real-world applications. The project has achieved a combination of

custom hardware development, innovative software integration, and rigorous testing to advance

autonomous transportation. By addressing the unique challenges associated with autonomous

truck and trailer systems, including dynamic obstacle avoidance, precise environment mapping,

and user-friendly command interpretation.
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CHAPTER 9 - LIMITATIONS AND FUTURE WORKS

9.1 LIMITATIONS

Despite integrating NLP for command interpretation in autonomous transportation

systems, several limitations have been identified, primarily rooted in the semantic understanding

capabilities of NLP and the general drawbacks of NLP in complex operational contexts. One of

the main challenges is the limitation of current NLP technologies to fully understand the

semantic environment for higher precision and clarity. Another limitation comes from the

general drawbacks associated with NLP in processing highly technical language that may be

used in the context of autonomous driving. The variability in linguistic expression among users,

including dialects, slang, and terminology specific to navigation and driving, creates a challenge

for NLP systems to interpret commands without extensive training accurately.

Furthermore, the project faced specific challenges in executing complex controls, such as

back parking of the truck with an attached trailer. The kinematic complexity and precision

required for such controls exceed the current capabilities of the NLP-driven command

interpretation framework and the system’s path-planning algorithms. The difficulty in accurately

executing commands for back parking shows a critical area where the system falls short in

guiding the vehicles with high levels of spatial awareness and precision.

9.2 FUTURE WORKS

Addressing the limitations in the current project shows several future works, particularly

in the fields of large language models (LLMs) and Vision Language Models (VLMs). These AI

technologies hold the potential to enhance the semantic understanding capabilities of

autonomous transportation systems significantly.

First, future work will explore the integration of LLMs such as GPT (Generative

Pre-trained Transformer) into the autonomous navigation system. LLMs are known for their

superior natural language understanding and generation capabilities. Training these models on

domain-specific datasets will be crucial to bridge the semantic gap identified in the current NLP

implementation.

Next, the combination of visual data with NLP through VLMs presents a direction for

overcoming the limitation with spatial controls such as back parking. VLMs can provide a richer

dataset for the autonomous system to make more informed navigation decisions. This could
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enhance the system’s understanding of spatial relationships and environmental context for more

precise controls.

Lastly, to address the variability in linguistic expression and improve the system’s

adaptability to different dialects and specialized languages, expanding the training datasets for

the NLP models will be necessary. Future work will focus on collecting and incorporating a

broader range of linguistic inputs, including regional dialects and industry-specific terminologies

to enhance the model’s accuracy and reliability.
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APPENDIX A.1 - FMEA Table

APPENDIX A.2 - Rotary Encoder Experiment Program

#define CLK 2
#define DT 3
#define SW 4

const int STEPS_PER_REVOLUTION = 24;

int stepCount = 0;
float currentAngle = 0.0;
int currentStateCLK;
int lastStateCLK;
String currentDir ="";
unsigned long lastButtonPress = 0;

void setup() {

pinMode(CLK, INPUT);
pinMode(DT, INPUT);
pinMode(SW, INPUT_PULLUP);
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Serial.begin(9600);

lastStateCLK = digitalRead(CLK);

Serial.println("@PLOT");
Serial.println("@SIZE=500,400");
Serial.println("@CH1=Angle vs Time");

}

void loop() {

currentStateCLK = digitalRead(CLK);

if (currentStateCLK != lastStateCLK && currentStateCLK == 1){

if (digitalRead(DT) != currentStateCLK) {
stepCount--;
currentDir = "CCW";

} else {
stepCount++;
currentDir = "CW";

}

currentAngle = 360.0 * (float(stepCount) / float(STEPS_PER_REVOLUTION));

Serial.print("Direction: ");
Serial.print(currentDir);
Serial.print(" | Step count: ");
Serial.print(stepCount);
Serial.print(" | Current Angle: ");
Serial.println(currentAngle);

Serial.print("@DATA,1,");
Serial.println(currentAngle);

}

lastStateCLK = currentStateCLK;
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int btnState = digitalRead(SW);

if (btnState == LOW) {

if (millis() - lastButtonPress > 50) {
Serial.println("Button pressed!");

}

lastButtonPress = millis();
}

delay(1);
}

APPENDIX A.3 - Flask Server Code

from flask import Flask, request, jsonify, render_template

import rospy

from std_msgs.msg import String

import json

app = Flask(__name__)

rospy.init_node('flask_command_publisher', anonymous=True)

command_publisher = rospy.Publisher('flask_commands', String, queue_size=10)

@app.route('/')

def home():

return render_template('index.html')

@app.route('/command', methods=['POST'])

def handle_command():

command = request.form['command']

command_publisher.publish(json.dumps(command))
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return render_template('success.html')

if __name__ == '__main__':

app.run(debug=True, host='0.0.0.0', port=5000)

APPENDIX A.4 - NLP Path Planning Code

#!/usr/bin/env python3
import rospy
import actionlib
import json
import re
from move_base_msgs.msg import MoveBaseAction, MoveBaseGoal
from geometry_msgs.msg import PoseStamped, Quaternion
from tf.transformations import quaternion_from_euler
from std_msgs.msg import String

def move_to_position_in_map(x, y, orientation):
client = actionlib.SimpleActionClient('/move_base', MoveBaseAction)
client.wait_for_server()

goal = MoveBaseGoal()
goal.target_pose.header.frame_id = "map"
goal.target_pose.header.stamp = rospy.Time.now()
quaternion = quaternion_from_euler(0, 0, orientation)
goal.target_pose.pose.position.x = x
goal.target_pose.pose.position.y = y
goal.target_pose.pose.orientation = Quaternion(*quaternion)

client.send_goal(goal)
client.wait_for_result()

def command_callback(msg):
parsed_values = parse_command(msg.data)

if None in parsed_values:
rospy.logerr("Invalid command")

else:
x, y, orientation = parsed_values
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move_to_position_in_map(x, y, orientation)

def parse_command(command):
numbers = re.findall(r"[-+]?\d*\.\d+|\d+", command)

if len(numbers) >= 3:
x, y, orientation = numbers[:3]
return float(x), float(y), float(orientation)

else:
return (None, None, None)

if __name__ == '__main__':
rospy.init_node('turtlebot3_command_listener', anonymous=True)
rospy.Subscriber('flask_commands', String, command_callback)
rospy.spin()

APPENDIX A.5 - Index.html

<!DOCTYPE html>
<html lang="en">
<head>
<meta charset="UTF-8">
<title>Command Center</title>
<style>
body {
font-family: Arial, sans-serif;
background-color: #f0f0f0;
display: flex;
justify-content: center;
align-items: center;
height: 100vh;
margin: 0;

}
form {
background-color: white;
padding: 20px;
border-radius: 10px;
box-shadow: 0 0 10px rgba(0, 0, 0, 0.1);

}
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h1 {
color: #333;
font-size: 24px;
text-align: center;

}
label {
font-size: 18px;
color: #555;

}
input[type="text"] {
width: 100%;
padding: 10px;
margin: 10px 0;
border: 1px solid #ddd;
border-radius: 5px;
box-sizing: border-box; /* Ensures padding doesn't affect the overall width */

}
button {
width: 100%;
padding: 10px;
background-color: #007bff;
color: white;
border: none;
border-radius: 5px;
cursor: pointer;
font-size: 18px;

}
button:hover {
background-color: #0056b3;

}
</style>

</head>
<body>
<form action="/command" method="post">
<h1>Command Center</h1>
<label for="command">Enter Command:</label>
<input type="text" id="command" name="command" placeholder="e.g., go to 3,1 with 0

radian">
<button type="submit">Send Command</button>

</form>
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</body>
</html>

APPENDIX A.6 - Success.html

<!DOCTYPE html>
<html>
<head>
<title>Command Success</title>

</head>
<body>
<h1>Command successfully received!</h1>
<a href="/">Back to Home</a>

</body>
</html>

APPENDIX A.7 - Error.html

<!DOCTYPE html>
<html>
<head>
<title>Command Error</title>

</head>
<body>
<h1>Error processing your command</h1>
<p>{{ error }}</p>
<a href="/">Try Again</a>

</body>
</html>

APPENDIX A.8 - CAD Drawings
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